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Abstract:- Digital image processing is a n method to perform some operations on digital images using the computer algorithms. 

Processing of images varies from one application to another, i.e. starting from image preprocessing (enhancement, restoration), 

segmentation, compression, rendering etc., on different types of images . Performance of image processing algorithms strongly 

depends on the type of the input image and its quality. This paper provides an algorithm to classify the images based on their hom 

ogeneity such as more homogeneous images, less ho mogeneous image, non homogeneous images and complex images, using the 

Interquartile Range (IQR). Performance is e valuated by experimental results obtained on various images taken fro m the standard 

database set. 
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I. INTRODUCTION  

  
 Performance of image processing algorithms 

strongly depends on the type and quality of the in put 

image. Most of the algorithms exists in literature yield 

different results for the different images because of their 

hom ogeneity. Homogeneous region [7][8] is a region 

defined by a higher similarity among the units that 

compose it than with units belonging to other regions. 

Regions homogeneity can be determined based on the gray 

level, color, texture, shape and model etc. Homogeneity is 

one of the important parameter in image segmentation 

applications which influences the informa tion required to 

segment the images based on the homogeneous reg ions. 

Performance of the segmentation [1][2][4][5][6] 

algorithms depends on the this homogeneity factor. B.K. 

Mohan and S. N. Ladha[10] proposed an method to 

classify satellite images based on object and pixel 

classification approach. In this method the various features 

such as compactness, average texture,, area, perimeter, 

spectral mean vector and others. In the liter ature less work 

is mentioned in the proposed area. This m otivates us to 

develop an algorithm to classify the images based on 

homogeneity. There are various algorithms exist in the 

literature to classify the images. Robert M Haralick 

at.el[11]. proposed a methodology to classify the images 

based on the te xtural properties such as autocorrelation 

function[12], power spectra[13], first and second Markov 

meshes[14] of blocks of i mage data. In this method 

statistical features of texture is consider. T he accuracy of 

the classification is range of 80 – 90 percent. This paper 

describes proposed method for classifying the images into 

different classes. 

 
Figure.1: Distribution of IQR and outlier 

Interquartile range (IQR) 

 

 In the proposed method IQR[9] is employed for 

classifying the image as more homogeneous images, less 

homogeneous image, non homogeneous images and 

complex images. Any data that is not satisfying some 

common patterns belongs to different group compared to 

the rest of the data. Interquartile range (IQR) is one such 

statistical feature used to find such type of data (outlier). 

IQR measures the unevenness by dividing the set of data 

into quartiles. 

 

 In IQR ordered data set is divided into equal sub 

groups. These groups are called first quartile Q1 which is 

the median value of the first half (group) of the ordered 

data set, second quartile Q2 is the middle value in the 

given data set and third quartile Q3 denotes the median 

value in the second half (group) of the ordered data set. 

Difference of quartile Q3 and Q1 is called the interquartile 

range. 

 

 IQR is used as an measure of variability of the 

data set if the extreme values are not known exactly. It 

gives the information about the arrangement of data in 

relation to the median value. Small IQR denotes that data 



 

 

ISSN (Online) 2394-2320 

International Journal of Engineering Research in Computer Science and Engineering (IJERCSE)  

Special Issue 
National Conference on "Recent Trends, Advancement and Applications of Digital Image Processing" (NCDIP 2016) 

  

 

 All Rights Reserved © 2017 IJERCSE                             33                   

is clustered around the median and large IQR denotes that 

data is more distributed. 

 

 There is no standard rule for identifying the 

outlier data from the set of observed data. This is 

completely based on the applications. General rule for 

identifying isolated datasets called outliers from the IQR is 

defined as 

 

 if data is greater than quartile Q3  or 

 if data less than quartile Then data is to be an 

outlier 

 

Figure.1 shows an example of the distribution of IQR and 

the thresholds t1 and t2. 

 

II. METHODOLOGY 

 

In the proposed method image classification is performed 

in the following steps. 

 

Divide the image into non overlapping blocks of size (p x 

p) for an image f (m, n) as shown in Figure. Extract the 

two statistical features called mean and standard deviation 

from each block as given in equation 1 and equation 2. 

 

 

 

After extracting the standard deviation from the image, the 

values are ordered and divided into four equal parts called 

quartiles Q1, Q2 and Q3 as shown below 

 

The quartile Q1 is the point shows lowest 25% of data i.e., 

25th percentile, quartile Q2 is the median of the data set 

called 50th percentile and the quartile Q3 which is between 

lowest 75% and highest 25% of data set and is called 75th 

quartile. Consider the following example for the blocks 12. 

As the quartile point falls between two values, the mean 

(average) of these values is the quartile value:  

 

Q1 = (5+5) / 2 = 5 

Q2 = (6+6) / 2 = 6 

Q3 = (7+7) / 2 = 7 IQR = Q3 - Q1 

= 7 - 5 

= 2 

 

IQR for given data is 2. This shows that blocks in image 

are more homogeneous and image will be classified to one 

of the four classes based on the IQR. i.e., as the IQR 

reduces regions in the image are more homogeneous. 

Algorithm for classifying the images into more 

homogeneous, less homogeneous, non homogeneous and 

complex images is given in the Table 1 

 

Table 1: Image classification algorithm 
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Table 2 :  Classification Results for the images shown in 

Figure 3. 

 
 

III. RESULTS AND CONCLUSION 

 

 Proposed method of image classification 

evaluated by conducting experiments on images. These 

images of size 256 x 256 are selected from Berkeley 

segmentation data base set. In the proposed method, we 

used some of the parameters called block size m x m, 

thresholds T1, T2 and T3 are selected using brute force 

method. Experiment is conducted for the block size 4 x 4 

and 8 x 8 (3 x 3, 5 x 5 and 9 x 9 are the commonly used 

window size in most of the image processing applications). 

3,5 and 7 are selected as thresholds for T1, T2 and T3 

respectively. Table 2 shows image classification for the 

various images shown in Figure 3. The performance of the 

method also compared with histogram technique and 

shows the prominent results. From table 2, it is observed 

that proposed method gives classification for few images ( 

2,5,7,9,10,14,15) when the block size is different, this is 

due to number of edges in the images and the selection  

three thresholds. Proposed method also compared with the 

histograms shown in figure4 for the block size 4 x 4 and 

observed that results are identical. 

 

 
Figure 3: Few of the Images used for testing the 

developed method 
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Figure 4: (a) to (d) Histogram for the standard deviations 

of the images 12, 7, 6, and 13 respectively for 4 x 4 block 
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