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Abstract: In maintaining methods of privacy of personal data in data mining we are here with discussions which can’t support the 

data and also in privacy of maintaining the data. While accessing the data of knowledge we can protect important information. In 

this paper challenges of data mining, association rules to obtain distortion of data distribution. The purpose of this paper leads to 

provide privacy algorithms for performance, privacy and data mining problems. 
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I. INTRODUCTION 

 

With the advancement of computer capabilities and data 

storage, new data mining algorithms have been proposed. 

New days there are so many information from 

organizations. Traditional privacy methods cannot support 

this information well. And it can provide the urgent need 

to the maintaining data privacy. Consequently when they 

protect information, the knowledge of data prevents from 

accessing them. Data mining privacy mainly consists of 

two aspects. First of all, how to ensure that info 

such as a card number, name ,address and other info of a 

person is not disclosed in the process of using data. 

The purpose of this work is to prevent the privacy from 

receiving undesirable data. Another way how to make 

data usage more optimal? Exploring the sensitive 

applicable information should be eliminated. The basic 

purpose of data mining is to protect privacy, major data 

reformation (large) is based on several methods and 

development of data mining algorithms. At present 

privacy technology in the usage of data bases is mainly 

focused on data mining and data visualization. At the 

moment table 1 illustrates the topics that related to the 

research path of privacy. 

Research topics privacy is determined by scientific 

applications of privacy requirements Public privacy 

methods at a low conservation level have the task of 

protecting data through the introduction of statistical 

models and possible models. Privacy in data mining is 

mainly used to archive privacy by specifying different 

data in high-level data. The relapse of data is based on 

providing a privacy-based approach to privacy. So the 

design of the privacy algorithms is a requirement. 

Research on privacy methods focuses on data distortion, 

data encryption and etc. Such as classification extraction 

algorithms, privacy, association rule extraction, privacy,  

 

distributed privacy, and data dissemination have been 

developed many algorithms based on encryption methods. 

Like associative extracted rules in the horizontal and 

vertical data of the categories, clustering, decision trees 

and articles that work on the privacy of the flow of data 

are high.  

 

Table 1: Privacy research path 

Available methods Research path 

Random swap disruption Public privacy protection 

technology 
Explore association 

rules, clustering 

Data mining privacy 

protection technology 
 Privacy protection data 

distribute principle 
 

2. PRINCIPAL ALGORITHMS FOR RESEARCH 

OF DATA MINING PRIVACY 

 

The data mining methods for privacy are many types. The 

classification of privacy methods are based on the 

following aspects :Data mining algorithms are Data 

dissemination, Data distortion.  

 

Data distributed: In data mining privacy some algorithms 

run on centralized data and some others on distributed 

data. The information which includes distributed data is 

vertically divided. Data bases of different records 

information are vertically divided. In data each record 

which is divided horizontally divided from the databases 

distributes values are at different sites. 

 

Data distortion: In this method it is intended to reform 

original database record, which its is before distributed to 

archive the privacy goal. The methods of data distortion 

are deviations, obstruction or merging, exchanging and 
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sampling.By reforming the amount of one adjective or 

particle reforming by the amount of one adjective all 

these methods are create. 

 

Data mining algorithms:  classification, association rules, 

clustering and Bayesian networks consists data mining 

algorithm privacy. Hidden data rules: In this method it 

refers to the hidden rules of the original data are complex 

for hiding the rules of the original data. To solve the 

exploratory methods problem people are provided to do. 

Privacy: To archive the desired data we need to reform 

data carefully in order to protect privacy . We do this for a 

number of reasons: First, the information that reform 

based on the method of exploration and adaptation and 

only reforming the selected quantities (not all quantities) 

to minimize the data cost. Second encryption technology 

such as multi-part calculation is assured. In a few 

sections, if any site only recognizes its input and doesn't 

know anything else then the calculations are assured. The 

third one is the data reconstruction method, in this way it 

is possible to reconstruct the distribution of the original 

data from random data. 

 

3. PRIVACY TECHNOLOGY 

 

3.1. Incorrect data techniques: 

 To hide original information the researches have 

proposed effective data mining algorithms, in order to 

protect privacy in distributed data bases . The privacy 

techniques is as follows. 

1. In the original data the sensitive information is hidden . 

2. In this method original and hidden data have the same 

characteristics. 

3. The original dataset gets the accuracy of same data. 

 The classification, discovering association rules, 

clustering, choosing the data needed to reform or deterge 

and deterge selection is a NP-hard problems are the 

algorithms of privacy data mining . These obstruction and 

compression are used to solve the complex problems by 

using distortion method such as random deviation. Upon  

deviation the extract association rules are based 

 In the dataset many statistical data are used to judge the 

unexpected rules and trust as standard. All association 

rules that are larger or equal to the definition of assurance 

and support for users but from the user's point of view. 

Some rules are more important but some others not.  The 

following methods to detergent the original dataset 

methods associated hiding techniques are used. 

1. In original data mining is used for all important rules.  

The original dataset is deterged will not be considered and 

not supported at same time assurance. 

2. In the original dataset the important rules cannot be 

extracted in the same assurance and support. 

The optimal detergent problems used to extract 

association rules for hiding a large item set is in up-hard 

ID issue  we propose a detergent set for refining the 

original Rules. The methods used in this work are either 

to prevent important rules generated by hiding the 

duplicate item set that they are derived from or to reduce 

the assurance of important rules by bringing it below the 

specified user's scope. These two methods lead to the 

production of three strategies, to be proposed that the 

probability of both quantities in the binary data bases was 

to correct the quantity of zero and convert it to one this 

flexibility in data modification has a side effect that apart 

from non-important association rules that are 

hiding,would be a non-repetitive rule. 

 

Extract association rules using obstruction: 

Another discussion about association rules has obstructed 

data information. In the obstructing method, the quantity 

of the adjective replaces each of the data with a question 

mark. That uses unknown quantities instead of real one. 

In medicine, too, incorrect quantities are used instead of 

the real quantities that are so common .It suggests a 

method of extracting associative rules by using reference, 

obstruction in which the minimum support is 

appropriately modified. And with a minimum of support, 

the assurance of the underlying rules is no less disrupted 

than the scope of assurance .Whether the quantities of 

zero and one should be converted to the question mark as 

the original quantity. It is a complete reference to the 

obstructing method, which is discussed in detail. 

 This method of reconstructing text uses of the disruption. 

Extraction of classification rules based on obstruction, 

provide a new case for combining the analysis of 

classification rules and lowering the value of saving. In 

this case , the data manager wants to block the values 

based on the class by doing this the data receiver will not 

be able to  build a model containing  useful information 

for law value data. Reducing value-effectiveness is a case 

for formalizing the phenomenon of data deter Genting 

from a data set in reducing data value. In reducing the 

value of money, the amount of set-up cost for this 

information is actually the potential that isn't sent from 

this amount. The main purpose for doing this is to find out 

if the loss of performance with undermining the value of 

the data deserves more or no additional trust. 

 

3.2. Extracting distributed privacy: 

In the data mining privacy, some researchers have 

proposed a large number of encryption approaches to 
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solve the problem with the features described below. Two 

more parties extract their data on a cooperative basis, but 

none of them is willing to reveal their data. This is an 

assured multi-part collection(SMC).A problem is a 

distributed environment that focuses on how to transform 

different data mining methods into assured multi-part 

calculation problem such as classification of data, data 

clustering, extracted generalized association rules. 

Assured multi-part calculation methods include an 

assured set, assured set units, and assured set size of 

intersection and numerical multiplication. Extracting the 

association rules of partitioned data vertically The 

partitioned dataset vertically provides different features 

for each item on different sites. Extracting associative 

rules, the privacy of partitioned data is obtained vertically 

by finding the specific support number of an item set. If 

the support for an item set is calculated securely, then we 

can check that if supported is more than threshold. Are 

item sets duplicated or not? Each part involved in the 

calculation is a benefit to a subset of the items that is the 

key to calculating vector multiplication. Therefore 

multiplication of a point can be an assured calculation, so 

support can also be calculated with high confidence. 

Extracting the association rules of partitioned data 

horizontally Transactions are partitioned horizontally 

between several sites in a distributed database. The total 

count of total support for an item set is the sum of all 

local support count the X item set is vertically local 

support. 

 

3.3. Reconstruct technology: 

Most of the data mining methods proposed for privacy 

disruption or reconstruct data in the data convergence 

layer., building a classified decision tree discusses data 

disruption as educational data using the amount of 

individual records. Since the original amount of 

individual records cannot be accurately estimated. It is 

possible to consider the exact distribution of the man 

distribution in order to restore the main distributions of 

Bayes methods. 

Improvement of the Bayes reconstruct by using the EM 

algorithm in distributed data. Also with more clarity, the 

author proves that the EM algorithm performs the most 

estimate as the main data on the distribution of the 

disruption. But it also proves that when a large amount of 

data is obtained, the EM algorithm can estimate the main 

distribution with power.  it also shows that when the 

background is detected by data extraction through 

reconstruction, privacy estimates will decrease. 

 

 

3.4. Privacy anonymity: 

The anonymous publication method is used to distribute 

raw data. In order to achieve privacy important data isn't 

distributed or distributed more carefully. Recent studies 

focus on the technical anonymity data, it means the 

limitation of the risk of disclosure of privacy and data 

usage, which is the distribution of a selection of important 

data and information that may disclose important data, but 

to ensure important data and the risk of disclosing their 

privacy, they fall into a specific area. Anonymity data 

focuses on two aspects: one of this principles is to design 

better anonymity methods so that distributed data can not 

only protect privacy but also provide practical application 

other principles are to design more appropriate anonymity 

algorithms for certain anonymity principles with deep 

research on anonymity, how to archive the practical 

application of anonymous data can be another subject. 

Samarattiand Slovenia Proposed on K-anonymity 

algorithm, in which the record in the distributed table 

cannot detect the other K-1 record. We call the K records 

that cannot be identified as the term non-important 

features. Usually a larger value "K" is about a better 

degree of privacy. But missing information is increasing. 

In order to establish any limitation for important data, the 

K-anonymity algorithm is used incompletely. An attacker 

can use the attack protocol to identify important data or 

personal relationships, this work leads to privacy. The 

algorithm (a,k) anonymity  based on the previous 

algorithm, shows an improvement that not only ensures 

that the distribute of the K-anonymity algorithm is 

satisfactory, but also ensures that each record. The 

quantity for each adjective value in each equivalently 

class is not higher than "a" percent-typically, data 

distribution methods such as t-closeness, diversity l-k 

anonymity and other anonymous distribution methods use 

generalization and accuracy techniques. In terms of 

dataset, if the dangers of the disclosure of all data "D" are 

freed by the data itself, it is less than the threshold "a", 

where "a" belongs to the interval {0 and 1}, that is the 

risk of disclosing a dataset is called "a", such as the 

distribute of l-diversity statistical data that assures that the 

disclosure risk of a distributed dataset is less than 1/L. 

And the dynamic data that distributes the principle of m-

invariance ensures that the risk of disclosure the 

distributed dataset is less than 1/M. 

 

3.5. Intelligent encryption approach to secure large data 

storage in cloud calculating. 

Implementing cloud calculating provides several paths for 

web-based services to meet diverse needs. However, data 

security and privacy are becoming an important issue that 
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limits many of the cloud apps. One of the major concerns 

about security and privacy is the fact that cloud operators 

are accessing sensitive information. This concern 

dramatically increases the anxiety of users and reduces 

the ability of cloud calculating in many areas, such as the 

financial industry and government departments. 

Therefore, an intelligent encryption approach should be 

provided that cloud service operators cannot directly 

obtain the details of the data. The proposed approach 

works in such a way as to separate the file and store the 

data separately in distributed cloud servers. An alternative 

method is to determine whether datasets are designed to 

be designed to shorten the operating time. 

 The proposed scheme is called the efficient storage 

memory model (SA-EDS), which is mainly supported by 

algorithms. The algorithm is the distribution data 

replacement algorithm (AD2), the SED2 (SED2) 

algorithm and the effective data controller algorithm 

(EDCon) algorithm. Our tentative evaluations have 

assessed both performance and security performance, and 

empirical results show that our approach can effectively 

protect the underlying threats from clouds and require a 

reasonable computational time. 

 

3.6. Assessment of privacy algorithms 

An important aspect of algorithms and data mining 

applications is privacy and tools for development and 

evaluation. In order to select the appropriate evaluation 

criterion. But the reality is that privacy-based data mining 

algorithms that are under different indexes are better than 

other algorithms. It's really important for users to set a set 

of criteria to enable them to provide the most suitable 

algorithm for privacy and data mining problems. 

Performance of the algorithm: 

We can see that the complexity time algorithm is more 

suited than algorithms with novel complexity. A duplicate 

approach to assessing the time requirements will require 

an average of a number of operations to reduce the 

frequency of important information to less than the 

specified threshold. These quantities may not be of an 

absolute magnitude, but can be considered in order to 

perform a quick comparison between different algorithms. 

Data usage: 

Using privacy data is a very important issue. In order to 

hide important information, incorrect information must be 

entered into the database or obstruct the data. Although 

this technique doesn't change the sample data stored in the 

database ,but this information is incomplete, they still 

reduce the use of data. The more database changes, the 

lower use of databases, through estimates of lost data are 

related to the specific data mining algorithms. 

Degree of privacy: 

The privacy policy of the protection of low-value data is 

up to a certain threshold but the hidden information 

reconstructed by upgrading algorithms can evaluate it. A 

solution can set of maximum disruption of information 

from its point of view, and then achieve the degree of 

uncertainty by the limits of different cleaning methods we 

hope that an algorithm can archive the highest degree of 

uncertainty and is better than all other algorithms. 

Severity of different data mining algorithms: 

In order to provide a complete estimate of the method of 

cleaning we must measure the degree of difficulty of the 

data mining algorithms. That is different from the purify 

action method and this can be called the horizontal 

problem parameter. Develop a formal case that can test a 

transaction algorithm against a pre-selected dataset. We 

can prove the privacy guarantee for virtually every 

category of transaction algorithm. 

 

4. CONCLUSION 

 

Privacy technology as a growing academic research has 

had very broad applications in manyareas in recent years. 

This article focuses on the review of the privacy 

technology involved in data mining. At first we 

introduced the privacy study and research methodology, 

and then introduced privacy methods such as disruption, 

hiding, privacy and anonymity. Because privacy 

technology is a combination of progress in several 

disciplines, there are still plenty of topics to explore. Issue 

like mobile data mining and data mining related to 

privacy in data mining, which is a promising path. With 

the growth of spatial and geographical data, new 

applications will emerge based on user behavior patterns. 

 Another area of research on this subject is the release of 

data on privacy, which is an incremental increase in data. 

Finally, in addition to field-based research a case for 

estimating and comparing various types of data mining 

algorithms should be developed. In addition, very 

important and new point is the application and focus of 

monitoring large data in the cloud environment which is 

nowadays much to be considered 
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